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ABSTRACT
In this paper we study the possibilities of recovering object structure from range images using part-level models of variable granularity. The approach is based on a new method of reliable and efficient recovery of part-descriptions in terms of superquadric models. Instead of pre-segmenting range images and then recovering volumetric part models from isolated regions, a direct and simultaneous recovery of part models from the whole unsegmented range image is achieved. This is possible by integrating a superquadric model fitting technique into the recover-and-select paradigm. By changing the compatibility constraints in this segmentation/part recovery scheme, models of different granularity can be recovered. In this way, the system can be adapted to different tasks which require different levels of description.

1. Introduction
The significance of detecting geometric structures in images has long been realized in the vision community. One of the primary intentions has been to build primitives that would bridge the gap between low-level features and high-level symbolic structures useful for further processing. To represent the “natural” structuring of the world and support recognition and learning of such “natural” structures from images people employ a part structure. Perceptually, the world can be broken down into parts, and the goal of computer vision is to recover from images this part structure (segmentation) and the metric properties of individual parts (shape recovery). This structure normally exhibits a hierarchy of parts. Larger parts are made up of smaller ones which are again made up of even smaller ones. There can be several such levels of details that are visible even to the unaided human eye. This part hierarchy is also reflected in the language since parts at different hierarchical levels have distinct names. Marr already envisioned such a part hierarchy for description (i.e., see the human body constructed of generalized cylinders in Fig. 1 after [17]).

For efficient communication people normally use words that refer to the highest level of this part hierarchy which makes sense in a given situation. Computer vision systems must therefore also provide descriptions at the appropriate level of details. The purpose of machine vision is not to reconstruct the scene in its entirety, but rather to search for specific features that enter, via data aggregation (i.e., model recovery), into a symbolic description of the scene at a level necessary to achieve a specific task.
Figure 1: A hierarchy of different levels of part descriptions. Each model is a self-contained unit of shape information and has a limited complexity. (After [17].)

Many theories have emerged which emphasize the importance of extracting perceptually relevant image structures [17,5,18] indicating that a model-free interpretation is doomed to fail due to the underconstrained nature of the problem. Relevant models essentially encode the knowledge or expectations of how the data is structured and help augmenting imperfect visual data with intrinsic information, thus making the recovery process more robust.

Two types of volumetric models, generalized cylinders [6] and superquadrics [18] have emerged for such part-level modeling. Lately, superquadric models are gaining popularity in the vision [2,7,8,10,11,16,19,20,21,22,23,25] and robotics community (i.e., grasping [1], modeling kinematic chains [26]) because of their compact representation and robust recovery methods of individual models.

Although rigorous schemes for recovery of volumetric models have been developed, most of them make the assumption that the segmentation problem has been solved by some other means [12,22,21,25]. By trying to avoid, explicitly or implicitly, the phase of classifying and grouping together the image features that form individual volumetric models, the real complexity of the task is obscured. This is due to the difficulty of simultaneous classification (grouping) of image elements and model parameter estimation which has been a major obstacle to successful applications that require reliable extraction of volumetric models from the data. Only recently a method for direct and simultaneous recovery of superquadric models from unsegmented range images has been proposed [16]. Using this part segmentation/recovery method we study in this paper how a hierarchy of part representations can be constructed, much like the part hierarchy proposed by Marr [17].

The paper is organized as follows: in section 2 we discuss the related work. In section 3 we give a brief outline of part model segmentation using superquadric recovery in the recovery-and-select paradigm. In section 4 we describe how different levels of part-hierarchy can be recovered in this segmentation/recovery approach and show some preliminary results. We conclude the paper with a summary and outline the work in progress.
2. Background and Related Work

Most approaches to segmentation in computer vision try to find part boundaries using local image information, such as edges, surface patches and surface normals. Such segmentation methods are inherently sensitive, they are susceptible to noise and details not relevant for the targeted level of representation. Sometimes, the local information for part boundary is entirely absent in the data. The segmentation using such local features is therefore often arbitrary. Essentially, local information cannot decide on the shape of the whole part if the concept of the whole part is not well defined as such. The problem of using part boundaries to define the shape of parts can be circumvented by defining the whole part shape directly.

Biederman [5] proposed a set of 35 volumetric primitives, called prisms, which he obtained by analyzing non-accidental changes on a generalized cylinder. These models could be used like phonemes in a language for describing all possible shapes.

Generalized cylinders are difficult to recover from images, at least in their general form. To make the recovery tractable, Pentland [18] introduced superquadric models which have an explicit and implicit equation of their surfaces. Pentland [19] proposed to recover superquadric models through a coarse search of the entire superquadric parameter space that combined model recovery with segmentation. This method, however, is computationally very expensive.

A much faster method for recovery of deformed superquadric models from range data, formulated as a least-squares minimization of a fitting function, was proposed by Solina and Bajcsy [2,22]. They approached also the problem of segmentation by describing the entire object with a single superquadric and then recursively splitting the models until an adequate description was achieved [2]. The implementation of this segmentation method, however, was not stable. A similar recursive formulation of segmentation using superquadric models was recently proposed by Horikoshi and Suzuki [10].

Pentland [20] later proposed a different segmentation method based on matching 2-D silhouettes (projections of 3-D superquadrics of different shapes, orientations, and scales) to the image. After such segmentation, 3-D superquadric models are fitted to range points of individual part regions. In a related work on recovery of superquadric-like physically based models, Pentland pre-segmented range images using simple polynomial shape models [21].

This research on superquadrics was followed by other works using and extending the above superquadric recovery methods (Ferrie et al. [7], Gupta and Bajcsy [8]). However, segmentation in those systems still relies on surface [8] and/or contour fitting [7]. Since data points are grouped together on the basis of some other model types and not on the basis of the final superquadric models, this essentially decouples the classification and representation phases, so that the resulting segments do not always correspond well to the final superquadric primitives. When higher-level models are well defined, as in the case with superquadrics, one can attempt to find them directly and simultaneously as shown in [16,23] which successfully employs the representation to guide detection and grouping processes [4,3].

All of the above approaches are geared to recover the part structure only at a single description level. As we argued in the introduction a whole hierarchy of part descriptions is necessary to adequately represent the world for intelligent interaction (scale of representation with respect to the manipulating tools). In this paper we try to extend our previous work on part-level segmentation to incorporate this important feature.
3. Part-Level Segmentation

To make the paper self-contained we give in this section a brief summary of the segmentation/recovery method which is described in [16,23]. The part-level segmentation method is a successful combination of a superquadric recovery method [22] and the recover-and-select paradigm [14,15]. The result of this method using deformed superquadrics is shown in Fig. 2. In the range image of a doll\(^1\) (a), (b), a set of seed superquadrics are initiated. Models after first model selection are shown in (c), and in the middle of recovery in (d). The final result is shown in (e), (f), displayed against the input range points.

We will first describe the recover-and-select paradigm and then the integration of superquadrics into the paradigm. The extension of this method for construction of a part-level hierarchy is the topic of section 4.

3.1. Recover-and-Select Paradigm

The recover-and-select paradigm consists of two intertwined stages: model-recovery and model-selection. At the model-recovery stage a redundant set of models (in this particular case, superquadrics) is initiated in the image and allowed to grow, which involves an iterative procedure combining data classification and parameter estimation. All recovered models are passed to the model-selection procedure where only the models resulting in the simplest overall description are selected. By combining model-recovery and model-selection in an iterative scheme a computationally efficient procedure is achieved.

\(^1\)We thank Frank P. Ferrie from McGill University, Montreal, Canada for providing the image of the doll.
3.1.1. Model Recovery

Recovery of parametric models is difficult because one has to solve two problems:

1. find image elements that belong to a single parametric model, and

2. determine the values of the parameters of the model.

For image elements that have already been classified (segmented) one can determine the parameters of a model by applying standard statistical estimation techniques. Conversely, knowing the parameters of the model, a search for compatible image points can be accomplished by pattern classification methods. In the recover-and-select paradigm these two problems are solved simultaneously by an iterative method, conceptually similar to the one described by Besl [4], which combines data classification and model fitting. One of the crucial dilemmas is where to find the initial estimates (seeds) in an image since their selection has a major effect on the success or failure of the overall procedure. To solve this problem we propose to independently build all possible models from all statistically consistent seeds and to use them as hypotheses for the final description. The result of such model-recovery procedure consists for each particular model $M_i$ of a triple (1. the set of data elements $n$, that belong to the model $M_i$, 2. the type of the parametric model and the corresponding set of parameters of the model, 3. the goodness-of-fit value $\xi_i$ to describe the conformity between the data and the model) which are subsequently passed to the model-selection procedure.

3.1.2. Model Selection

The model-recovery procedure provides a redundant representation where several of the models are completely or partially overlapped. Now only those models that produce the simplest description are selected. Intuitively, this reduction in complexity coincides with a general notion of simplicity which has a long history in psychology (Gestalt principles). The formalization of this principle led in information theory to the method of Minimum Description Length MDL, which has recently found its way to computer science, including computer vision [13,20].

The task of model selection is thus posed as an optimization problem. The objective function, which is to be maximized in order to produce the "best" description in terms of models, encompasses the information about the individual models and the overlap between them. Maximizing the objective function belongs to the class of problems known as combinatorial optimization (Quadratic Boolean problem). Since the number of possible solutions increases exponentially with the size of the problem, it is usually not tractable to explore them exhaustively. Due to the specific nature of the problem, a reasonable solution can be obtained by a direct application of the greedy algorithm which at any individual stage selects the option which is locally optimal. In other words, the models are selected in the sequence that corresponds to the size of their contributions to the objective function, which is equivalent to applying at each stage of the algorithm the winner takes all principle.

3.1.3. Model-Recovery and Model-Selection

In order to achieve a computationally efficient procedure the model-recovery and model-selection procedures are combined in an iterative fashion. The recovery of currently active
models is interrupted by the model-selection procedure which selects a set of currently optimal models which are then passed back to the model-recovery procedure. This process is repeated until the remaining models are completely recovered. Several trade-offs can be selected in the dynamic combination of these two procedures. For details on the recover-and-select paradigm we refer the reader to [14].

3.2. Superquadric Models

Superquadrics are popular volumetric primitives in computer vision [2,7,8,10,11,16,19,20,21, 22,23,25] the reason being that they are convenient part-level models that can be further deformed and glued together to model articulated objects.

Superquadric surface is defined by the following equation

\[ F(x, y, z) = \left( \frac{x}{a_1} \right)^{\frac{2}{c_1}} + \left( \frac{y}{a_2} \right)^{\frac{2}{c_2}} + \left( \frac{z}{a_3} \right)^{\frac{2}{c_3}}. \]  

(1)

Changing shape parameters \(c_1\) and \(c_2\) provokes the change of the whole shape ranging from parallelepipeds to cylinders and ellipsoids. Modeling capabilities of superquadrics can be enhanced by deforming them in different ways, such as global tapering and bending, i.e. [22] or local deformations for detailed modeling, e.g. [25].

In our part-level segmentation method we used for recovery of superquadric methods the following fitting function:

\[ f = \sqrt{a_1a_2a_3}(F^{*1} - 1), \]  

(2)

which is based on Eq. (1) for general position. This function has 11 parameters; accounting for size \((a_1, a_2, a_3)\), shape \((c_1, c_2)\), and position in space. For recovery an iterative least-squares method is used to compute the parameters of the model. Global deformations of superquadrics require some additional parameters that can be computed in the same way. The recovery method is described in detail in [22].

3.3. Superquadrics in the Recover-and-select Paradigm

Initial seeds are defined as squares in a grid-like pattern laid over the range image. We used small constant-size squares whose size could be adaptively changed depending on the task. A superquadric model is fitted to the data set in each seed. Seeds placed across part boundaries are eliminated because of a poor fit outright or later during model-selection. A decision whether a model should grow further or not, depends on the established similarity between the model and the data. If sufficient similarity is established, the currently estimated parameters, together with the current data set, are accepted and the search for more compatible points is started. While the actual fitting of superquadric models is based on Eq. 2, the comparison and selection of models is based on the approximation of the Euclidean distance\(^2\).

In accordance with the paradigm, a search for more compatible points is performed in the vicinity of each model. This is achieved simply by enlarging the size of a particular model and testing range points included in such larger models. Initially, we enlarged the model

\(^2\)The measure of goodness in Eq. 2 is efficient for fast and robust recovery but varies across the surface of the model and depends on the size of the model.
uniformly in all directions (multiplying all size parameters). Now, we enlarge the models only in those directions that corrupt the model in a lesser degree (if by enlargement points belonging to different part-models are included, those points provoke a very poor fit). On this enlarged set of points, a new superquadric model-recovery procedure is started.

We reported the preliminary results of this part segmentation method in [16,23]. The segmentation method is stable with respect to perturbations since we achieved stable part segmentation of objects even in range images taken from very different viewpoints [11]. Of course the part segmentation depends directly on the primitives chosen. This was even our primary motivation—what is the best description of a scene given a particular shape language? Since superquadrics seem to be a quite universal language for part-level shape description [18] which also closely corresponds to Hoffman’s notion of parts [9] the obtained segmentation is in general perceptually acceptable. Those parts of the image that cannot be modeled with superquadrics (if the goodness of fit is not acceptable) remain un-modeled—an indication that another model type is required. We are still engaged in improving the described segmentation method and extending it in various directions. Merging of uncalibrated range images from several views, aided by such part-level segmentation, for reverse engineering purposes is one of the possible applications [11].

The segmentation method is being tested on a variety of real and synthetic range images. Processing of examples shown in this article took on the average less than 10 minutes (on a workstation HP-715/50). However, models could be recovered in parallel. The computation of the superquadric fitting function and its derivatives is independent for each range point and could be also done in parallel.
4. Building a Part Hierarchy

In this section we explain how the described part segmentation can be used to recover different levels of part description which was discussed in the introduction. If segmentation is separated from shape recovery of individual part models normally only one level of description in a part hierarchy can be recovered—we call it the basic part level. With a generalization or abstraction mechanism several adjacent parts could be merged into a single part on a coarser scale. Instead of joining smaller parts we propose to directly search for parts on any specific coarseness level. To enable the recovery of part models on a coarser level we are testing the following two techniques:

1. Increasing the threshold for model acceptance in the model-recovery procedure. This enables the superquadric models to grow over part boundaries on a lower level of the coarseness hierarchy.

2. Modifying the fitting function for superquadric recovery. The value of this function is zero for points on the model surface and increases with the square of distance for points away from the surface. The function can be modified so that all points inside a specified distance from the actual surface are set to zero. By increasing this distance a coarser level of description should be achieved.

In the examples shown (Figs. 3, 4) we obtained two levels in the part description hierarchy. We experiment with both techniques described above and would like to automatically determine the thresholds/distances for different model granularities. Finally, the necessary

...
coarseness level for description should be determined by a task. We studied the problem of automatic determination of the appropriate scale of observation (for a particular task) in [24].

5. Conclusions

Since the combined recovery/segmentation method was made available only recently the experiments on recovering part hierarchies of different granularity are still under way. Some preliminary results are shown in this article. This approach to different coarseness levels of description is possible only because of a direct and simultaneous part-level segmentation where individual features (range points) are directly evaluated for the final description. We believe that recovering part hierarchies could be especially useful for object recognition and object manipulation since for these tasks only shape/structure recovery up to a discriminating level of detail is required.

There are still several open issues that we will address in our future work. Besides improving the basic part-level segmentation method, the central problem is how to determine different levels in the part description hierarchy and how to control the switching between these levels.
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