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Color Forming Chemistry and Silver Halide Photography (continued)

Monday Afternoon, May 23, 1988

4:00 Inter-Image Effects in the Dark-Fading of Professional Motion-Picture Color-Negative Film

M. Rosen and J. Reilly
Rochester Institute of Technology (RIT)
D. A. Koop
Eastman Kodak Co.
Rochester, New York

4:30 Photographic Processes Based On Disperisty Regulation of Image Forming Silver

S. Raikmanov, G. Branitsky and V. D. Stasonok
Byelorussian State University
Minsk, U.S.S.R.

Robotics and Machine Vision

Session Chairman: Takeo Kanade, Carnegie Mellon University, Pittsburgh, Pennsylvania

Monday Morning, May 23, 1988

8:30 • Regularization: Problems and Promises

T. E. Boult
Columbia University
New York, New York

9:00 • Recovery of Deformable Part Models - or How to Model Bananas and Other Assorted Fruits

F. Solina and R. Bajcsy
Depart. of Computer & Info. Sciences
U. of Pennsylvania
Philadelphia, Pennsylvania

9:30 • Real-Time Motion Detection On A Frame Rate Processor

P. K. Allen, A. Singh and K. Weldon
Department of Computer Science
Columbia University
New York, New York

10:00 Coffee Break

10:20 • Two Methods of Extracting Ellipses from Images

H. Miwa and T. Kanade
The Robotics Institute
Carnegie Mellon University
Pittsburgh, Pennsylvania

10:50 • The Advantages of Active Vision

J. (Yiannis) Aloimonos
University of Maryland
College Park, Maryland

• Invited
RECOVERY OF DEFORMABLE PART MODELS - OR HOW TO MODEL BANANAS AND OTHER ASSORTED FRUITS

Franc Solina and Ruzena Bajcsy
Department of Computer and Information Science
University of Pennsylvania, Philadelphia PA

MODELING OF SHAPE IN COMPUTER VISION

Why are shape models necessary?
Visual perception enables intelligent interaction with the environment. It provides us with information that makes it possible to locate and recognize objects without direct physical contact. Although we are far from a complete understanding of human visual perception, we are trying to endow machines with the sense of vision for the very same reason - to enable machines to interact with a changing environment. The main problem in vision research is that images - which are two-dimensional - underdetermine the three-dimensional world. Different 3-D scenes can produce the same 2-D image. Additional information about image formation and the structure of the world is required to invert the projection and infer meaningful descriptions. In computer vision systems, this information is incorporated in models, most of them models for representing shape. The way information in a vision system can be organized and processed is closely linked to the selected representation of shape.

What kind of shape models?
The input for machine vision systems consists of digitized images made out of pixels. These pixels must be organized into larger entities or models. The prevailing method in computer vision is a stepwise introduction of higher and higher level models. From low level shape models such as edges, corners, and surface patches, which are all computed locally, higher level models such as generalized cylinders are constructed. Since at each step of data reduction only the next highest model is considered, errors are common when this approach is used on natural scenes where image formation parameters can change abruptly from image point to image point. For example, shadow edges can be constructed which are not consistent with real physical edges.

There is psychological evidence showing the particular salience of parts. People seem to describe, remember, recognize and categorize objects on the level of part descriptions. Parts and part configuration seem to form a natural bridge connecting perception of objects and behavior toward them, and in turn communication about them. Descriptions are usually in terms of modifiers or deformations of prototypical shapes. Prototypes are those members of categories that seem the most representative. Using deformations is an efficient way of representing a large variety of shapes and has a casual structure because it is related to the process of how the shape evolved over time. These ideas about the structure of the world (perceptual organization) triggered a new wave of research in computer vision. Pentland
called for direct recovery of mid-grain level models that correspond to human notion of parts. As models he suggested superquadrics combined with global deformations.

Superquadrics are a family of parametric shapes which are an extension of basic quadric surfaces. Two additional shape parameters $e_1$ and $e_2$ control the squarness in the $x-y$ plane and along $z$ axis so that solid shapes falling between ellipsoids and parallelepipeds can be defined. Modeling capabilities of superquadrics can be enhanced by deforming them in different ways, including tapering and bending (Figure 1). Superquadrics are parametric models which use a small number of parameters to describe a large number of 3-D points. To find parameters of the model that best fit the data is an overdetermined optimization problem. A result of this
optimization is normally also a measure of how well the model fits the data - an important aspect for computer vision where results of interpretation are normally not directly verifiable. The shape recovery of parametric models can be explained also in terms of intrinsic and extrinsic forces. Intrinsic forces are the internal properties of the model, governing its possible arrangements and its possible shape. Extrinsic forces are the influences which direct the shape options allowed by the internal constraints. Shape is a result of the interaction of intrinsic and extrinsic forces.

MODEL RECOVERY

Recovery of single-part models

We introduced a new method for recovery of superquadrics with parametric deformations (bending, tapering, and cavity deformation). The input range images were obtained with a passive laser imager. Let us first assume one single-part object in the scene at a time, with the supporting surface removed. Model recovery is formulated as a least-squares minimization of a cost function causing the set of input range points to lie on or close to the surface of the model. The cost function is based on the inside-outside function

\[ F(x, y, z) = \left( \frac{x}{a_1} \right)^2 + \left( \frac{y}{a_2} \right)^2 + \left( \frac{z}{a_3} \right)^2 + \left( \frac{r}{\varepsilon} \right)^2 \]

which for a given 3-D point \( (x, y, z) \) tells where the point lies relative to the model's surface. Parameters \( a_1, a_2, a_3 \) set the size of the superquadric in \( x, y \) and \( z \) direction of the model's internal coordinate system. The actual cost function has six additional parameters to express any position and orientation of models in space and includes also a size factor in order to recover the smallest possible model that fits the input points. Each shape deformation requires additional parameters in the fitting function. During the iterative gradient descent minimization process, all model parameters are adjusted simultaneously recovering the position, orientation, size and shape of the model (Figure 2). Initial estimates required for minimization are rough position, orientation and size of the object, acquired by computing the center of gravity of input range points, central moments of inertia, and the extend of range points along the axis of least inertia. The solution space can be searched efficiently with a gradient descent method when combined with a stochastic technique that prevents the procedure to get trapped in a shallow local minimum.
Figure 2: Shape recovery of a bent object - a banana. Top left (R) is the original range image. E is the initial estimate superimposed on the object range points (the supporting surface was removed). 1, 3, 10 and 30 are the iterations during the model recovery sequence when a total of 13 model parameters were adjusted simultaneously.

Segmentation

When an object consists of several parts, a variable number of range points in a model allows the model to actively search for a better fit (by compressing itself and expanding) resulting in a subdivision of the object into a model representing the largest part of the object and points belonging to the rest of the scene. Using the same method, the remaining points can be recursively subdivided into parts each represented with a single compact volumetric model (Figure 3).

CONCLUSIONS

So far we used range data as input for model recovery. Other shape cues could be used, even in combination, as long as they can be interpreted as position (passive stereo, focusing) or orientation (shading, texture, occluding contours). The proposed method for segmentation and shape representation recovers gross shape features before shape details. This asymmetric order is in accord with how people perform planning, execute drawing or identify objects. One has to find out where an object is, how it is located, how big it is, before its general outline and shape details can be recovered. Different vision tasks differ by how far they have to go up this sequence from general to specific. For path planning, just the location of objects suffice. For object avoidance or grasping, orientation and size become important too. Only for recognition, recovery of gross or fine shape features becomes necessary. For handling of mail pieces, for example, a simple classification into four groups, based on the recovered superquadric model parameters is possible.
Figure 3: Segmentation and shape recovery of two oranges. Top left (R) is the original range image. E is the initial model superimposed on input object range points after the supporting surface was removed. 1, 3, 7 and 30 are the iterations during the model recovery sequence. The sequence shows the initial model (E) shrink (1-3) and then expand (7-30) to recover the shape of that part. 30 shows also the model of the second object, recovered from the remaining points.
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