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MODELING WITH SUPERQUADRICS – AN OVERVIEW
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Abstract: Superquadric models introduced to computer graphics in the early 1980s are becoming a volumetric model of choice for many applications in computer vision and robotics. The models are especially suited for part-level representation on which manipulation, recognition and other reasoning can be based. For range images robust methods for recovery and segmentation in terms of superquadric models exist. In this paper an overview of all relevant research and applications concerned with superquadric modeling is given.
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INTRODUCTION

The goal of computer vision and robotics is to enable intelligent interaction of artificial agents with their surroundings. The means of this interaction are images of various kinds; intensity images, pairs of stereo images, range images or even sonar data and information from contact sensors (touch, force, torque). Images which at the sensory level consist of several hundreds or thousands of individual image elements must in this process be encoded in a more compact fashion. For any reasoning or acting on the surroundings, it is advantageous that this coding of images as well as the internal representation of the robot work space closely reflects the actual structure. Distinct objects, for example, should have distinct models of themselves. In this way, the labeling of individual entities, necessary for control and higher level reasoning, becomes possible.

So far, many different models have been used for modeling different aspects of objects and scenes. Models for representing 3D structures can be grouped into local and global models. Methods for local representation attempt to represent objects as sets of primitives such as surface patches or edges. Global methods on the other hand attempt to represent an object as an entity in its own coordinate system. When objects of such global models correspond to perceptual equivalents of parts, we speak of part-level models. Several part-level models are required to represent an articulated object. A part-level shape description is important for several tasks involving spatial reasoning, object manipulation, and structural object recognition. People often resort to such part description when asked to describe natural or man-made objects [30]. Such part descriptions are generally suitable for path planning or manipulation—for object-recognition, however, they are sometimes not malleable enough to represent all necessary details and several researchers are looking into extending part-level models with additional layers of details.

The first dedicated part-level models in computer vision were generalized cylinders [8]. A generalized cylinder, sometimes called a generalized cone, is represented by a volume obtained by sweeping a two-dimensional set or volume along an arbitrary space curve. The set may vary

\footnote{Supported by The Ministry of Science and Technology of the Republic of Slovenia (Project P2-1122).}
parametrically along the curve. Different parameterizations of the above definition are possible.
In general, a definition of the axis and the sweeping set are required. To limit the complexity and
simplify the recovery of generalized cylinder models from images researchers often used only straight
axes and constant sweeping sets. Generalized cylinders influenced much of the model-based vision
research in the past two decades—theory [28,7] as well as actual building of vision systems [10]. In
general, one can criticize the methods of recovering generalized cylinders on the count that they are
not very robust because they must rely on complicated rules for grouping low level image models
(i.e. edges, corners, surface normals) into models of larger granularity (i.e. symmetrical contours
or cross-sections) to arrive finally to generalized cylinders.
Superquadrics models appeared in computer vision an answer to some of the problems with
generalized cylinders [30]. Superquadrics are solid models that can, with a fairly simple parameter-
ization, represent a large variety of standard geometrical solids as well as smooth shapes in
between. This makes them much more convenient for representing rounded, blob-like shaped parts,
typical for objects formed by natural processes.

The rest of the paper is divided as follows: in the next section we define superquadrics. In
the second section we talk about recovery of superquadrics and applications in computer vision.
The third section is on usage of superquadrics in robotics. In the conclusions we summarize the
advantages of superquadric models and point to possible future developments, especially in human-
computer interface design.

1. SUPERQUADRIDS

A superellipse is a closed curve defined by the following simple equation:

\[
\left(\frac{x}{a}\right)^m + \left(\frac{y}{b}\right)^m = 1,
\]

where \(a\) and \(b\) are the size (positive real number) of the major and minor axes and \(m\) is a rational
number

\[
m = \frac{p}{q} > 0, \quad \text{where} \quad \begin{cases} \frac{p}{q} \text{ is an even integer}, \\ \frac{p}{q} \text{ is an odd integer}. \end{cases}
\]

If \(m = 2\) and \(a = b\), we get the equation of a circle. For larger \(m\), however, we get gradually more
rectangular shapes, until for \(m \to \infty\), the curve takes up the shape of a square. Superellipses are
special cases of curves which are known in analytical geometry as Lamé curves [27]. Piet Hein,
who popularized these curves for design purposes also made a generalization to 3D which he named
superellipsoids or superspheres [15]. The final mathematical foundation of superquadrics was laid
out by Barr [5], who generalized the whole family of quadric surfaces with the help of varying
exponents, and coined a new name for them—superquadrics. The explicit superellipsoid equation,
defined by the following surface vector, is

\[
x(\eta, \omega) = \begin{bmatrix}
a_1 \cos^4(\eta) \cos^2(\omega) \\
a_2 \cos^4(\eta) \sin^2(\omega) \\
a_3 \sin^4(\eta)
\end{bmatrix}
\quad \begin{cases} -\pi/2 \leq \eta \leq \pi/2 \\ -\pi \leq \omega < \pi \end{cases},
\]

where \(a_1, a_2\) and \(a_3\) determine size, and \(e_1\) and \(e_2\) determine global shape. The alternative, implicit
superellipsoid definition, also called the inside-outside function is

\[
\left(\frac{x}{a_1}\right)^{\frac{2}{e_1}} + \left(\frac{y}{a_2}\right)^{\frac{2}{e_2}} + \left(\frac{z}{a_3}\right)^{\frac{2}{e_3}} = 1.
\]

Points \(x, y, z\) that correspond to the above equation are on the surface of the superellipsoid.

\[\text{Lamé curves are named after the French mathematician Gabriel Lamé, who was the first who studied them in Ennemen des differences méthodes employées pour résoudre les problèmes de géométrie, Paris, 1818.}\]
Figure 1: Superquadric models enhanced with global deformations. (From [38].)

For numerical calculation, it is easier to assume that exponents $\epsilon_1$ and $\epsilon_2$ can be any positive real number. Then, one should assume that exponentiation in equations 1 and 2 means

$$x^p = \text{sign}(x)|x|^p = \begin{cases} x^p & x \geq 0 \\ -|x|^p & x < 0 \end{cases}$$

to avoid complex numbers. For applications in computer vision, the values for $\epsilon_1$ and $\epsilon_2$ are normally bounded: $2 > \epsilon_1, \epsilon_2 > 0$, so that only convex shapes are produced. For a superquadric in general position 6 additional parameters are required to define the translation and rotation. Parametric deformations typically require a few more parameters [6,38].

Pentland [30] was the first who grasped the potential of the superquadric models and parametric deformations for modeling natural shapes in the context of computer vision. He proposed to use superquadric models in combination with global deformations as a set of primitives which can be molded like lumps of clay to describe the scene structure at a scale that is similar to our naive perceptual notion of parts. Pentland presents several perceptual and cognitive arguments to recover the scene structure at such a part-level since people seem to make heavy use of this part structure in their perceptual interpretation of scenes. The superquadrics, which are like phonemes in this description language, are deformed by stretching, bending, tapering or twisting, and then combined using Boolean operations to build complex objects.

1.1. Recovery of Superquadrics

The problem of recovering superquadrics from images is an overconstrained problem. A few model parameters (i.e. 11 for non-deformed superquadrics) must be determined from several (i.e. a few hundred) image features (range points, surface normals or points on occluding contours). By its parameterization the superquadrics impose a certain symmetry and in this way place some reasonable constraints on the shape of the occluded portion of a three dimensional object.

In the first article on the use of superquadrics in computer vision, Pentland [30] proposed an analytical method for recovery of superquadrics using the explicit equation (1). Except for some simple synthetic images, this analytical approach did not turn out to be feasible. Pentland [31] later proposed another method which combined recovery with segmentation and was based on a coarse search through the entire superquadric parameter space for a large number of overlapping image regions. The major objection to this method is its excessive computational cost.
Iterative methods based on non-linear least squares fitting techniques using different distance metrics were proposed [3,9]. Solina and Bajcsy [3,36,38] formulated the recovery of deformed superquadric models from pre-segmented range data as a least-squares minimization of a fitting function. An iterative gradient descent method was used to solve the non-linear minimization problem. A modified superquadric implicit or inside-outside function (Eq. 2) with an additional multiplicative volume factor was used as the fitting function. The volume factor is used to ensure the recovery of the smallest superquadric model that fits the range data in the least squares sense. To make the inside-outside function more suited for rapid convergence during minimization the inside-outside function (Eq. 2) was raised to the power of $c_1$. Although this error metric varies across the surface when $c_1 \neq c_2$ and when size parameters change, it turned out to be efficient and robust (see Fig. 2). To the standard superquadric model, which requires 11 parameters, linear tapering, bending, and a cavity deformation were added, which adds up to a total of 18 parameters. Recovery of a single superquadric model requires on the average about 20 iterations.

Penland [33] proposed another superquadric recovery method. Segmentation was first achieved by matching 2D silhouettes (2D projections of 3D superquadric parts of different shapes and of different orientations) to the image data. After part segmentation, superquadric models were fitted to range data of individual part regions. Superquadric fitting based on modal dynamics [33] used as the error metric the squared distance along the depth axis $z$ between the range data and the projected volume’s visible surface.

Hager [21] proposed a novel approach to sensor-based decision making that combines the estimation (recovery) process with the decision-making process (i.e. graspability, categorization). Usually both processes are divorced in the sense that first a recovery process is performed and then a decision is made based on the recovered models. Combining both stages should result in minimal work required to reach a decision. The approach is based on a interval-bisection method to incorporate sensor based decision making in the presence of parametric constraints. The constraints describe a model for sensor data (i.e. superquadric) and the criteria for correct decisions about the data (i.e. categorization—see also [37]). An incremental constraint solving technique performs the minimal model recovery required to reach a decision. The major drawback of the method is slow convergence when categorization is involved (several hundred iterations).

Yokoya et al. [44] experimented with simulated annealing to minimize a new error-of-fit measure for recovery of superquadrics from pre-segmented range data. The measure is a linear accumulation of distance of range points to the superquadric surface and difference in surface normals (first proposed by Bajcsy and Solina in [3]). Several hundred iterations were needed to recover models from range data.

Vidmar and Solina [40] studied the recovery of superquadrics from 2D contours. For a given contour several possible superquadric interpretations are derived. To a human observer some of these interpretations are obviously more natural than others, although all recovered models have a very tight fit to the contour data. Perceptually better solutions could be selected by using just a few additional pieces of information (a few range points or shading information).

Horikoshi and Suzuki [23] multiplied the objective function with a weighting function for robust estimation (based on whether the point is closer to the median value of the inside-outside function, or far from it in either directions). Consequently, the model is less sensitive to outliers.
2. APPLICATION OF SUPERQUADRICS IN VISION

This section explores the role of superquadrics as volumetric shape primitives for object classification and recognition, model evaluation, and segmentation. As is the case with any shape primitive, superquadrics have a limited shape vocabulary. They can be used to capture the global coarse shape of a 3D object or its constituent parts. The addition of global deformations increases the expressive power of superquadrics, but still limits it to the global coarse shape as opposed to local details.

This lack of fine scale representation can be addressed by adding local degrees of freedom [33,36]. However, one drawback of such locally deformable extensions is that they have too many degrees of freedom to meaningfully segment even a simple scene. The increase in expressive power also results in an increase in complexity of all the visual tasks like segmentation, representation, recognition, and classification. Consequently, all of the segmentation and classification work [32,17,14,26] has used globally deformable models, limiting the role of local deformations to refine the surface details.

The earliest works on superquadrics dealt primarily with single model analysis, since segmentation of a complex scene required model recovery to be understood first. These methods focused either on classification of single models, where the power of superquadrics as a compact parametric model was exploited [37,22,34], or on using superquadrics as a volumetric primitive after a segmentation had been obtained [31,19,13]. Once the model recovery was understood, more sophisticated techniques were designed to apply superquadrics to scene segmentation [17,26,23].

2.1. Model Classification and Recognition

Solina and Bajecy [37] recovered objects in the postal domain and categorized them as flats, tubes, parcels, and irregular packages based on the shape and size parameters of the segmented recovered models. Gupta et al. [19] extended Solina’s approach to work on a cluttered scene by segmenting the range image using an independent edge-based scheme, and then recovering individual postal objects after reasoning about the physical supporting plane to constrain the 3D shape of the object.

Horikoshi and Kasahara [22] partitioned the superquadric parametric space between 0 < e_1 ≤ 2.0 and 1.0 ≤ e_2 ≤ 3.0 to develop a shape indexing language. They mapped the representation space to verbal instructions like “rounder”, “pinch”, “flatten”, etc., and developed a man-machine interface to construct object models. They also described an indexing scheme where complex objects were stored as superquadric models and indexed by model parameters.

Raja and Jain [34] conducted experiments on mapping superquadric shapes to 12 shape classes corresponding to a “collapsed” set of 36 different geometries. Geons are qualitative descriptions of shapes, classified only on the basis of axis shape, cross-section shape, cross-section sweeping function, and cross-section symmetry [7]. These qualitative geometrical properties could prove to be very useful in indexing object databases. Raja and Jain used the five shape and deformation parameters of superquadrics for classification into 12 geon classes using binary tree and k-nearest-neighbor classifiers.

Model-driven recognition (with superquadric part-primitives) has not so far been exploited despite the compact representation. The reason is that it is very difficult to recover “canonical” representations of objects from real data. Instead of recovering canonical descriptions, most researchers have followed the data-driven bottom-up strategy of fitting superquadric models to the data. The recognition problem then reduces to matching superquadric parts from a library of a continuum of shapes to a cluttered scene.

2.2. Model Evaluation, Validation and Active Exploration

Using a parametric shape model for vision requires that the model evaluation be built into the segmentation and recognition systems. To this end, it is imperative to study the residuals of shape models by comparing them against the given data. Gupta et al. [18] describe qualitative and quantitative residuals for the objective evaluation of the recovered superquadric models. Whane and Perrie [43] have recently described a decision theoretic framework to evaluate the fitted models.
They extended their earlier work [42] on uncertainty in model parameters to develop three lack-of-fit statistics. Their technique is embedded under the umbrella of "active exploration," which evaluates the recovered model as more data is collected. Gupta and Bajcsy [17] used global and local distribution of residuals to determine model fitness and segmentation options on static data.

Real situations demand that the parametric shape models must be recovered on partial and noisy single viewpoint data. Data could be missing due to other objects occluding the view, or due to the shadows in scanner geometry, or due to self-occlusion in single viewpoint data. Noise in 3D measurements is inevitable and most difficult to model. While the symmetry constraints of superquadrics are useful in predicting the missing information, the downside of parametric models is the lack of uniqueness in describing incomplete and noisy data within an acceptable error of tolerance. This fact is borne out in the experiments conducted by [42], where they derive an ellipsoid of confidence within which all the acceptable models lie. Model validation is a crucial step in scene segmentation.

2.3. Segmentation

There have been various approaches to scene segmentation when using superquadrics to model parts in images. The approaches to segmentation can be broadly classified into two categories:

1. Segment-then-fit schemes.
2. Segment-and-fit schemes.

2.3.1. Two-stage Segment-then-fit Methods

These methods decouple segmentation and model recovery. First, segmentation is performed, then superquadrics are fitted to resulting regions.

Pentland [32], for example, used matched filters to segment binarized image data into part regions. The best set of binary patterns that would completely describe a silhouette is selected. The 3D data corresponding to each of the selected patterns was then fitted with a deformable superquadric based on modal dynamics.

Gupta et al. [19] used an edge based region growing method to segment range images of compact objects in a pile. The regions were segmented at jump boundaries, and each recovered region was considered a superquadric object. Reasoning was done about the physical support of these regions, and several possible 3D interpretations were made based on various scenarios of the object's physical support. A superquadric model was fitted and classified corresponding to each recovered object.

Ferrie et al. [14] used differential geometric properties and projected space curves modeled as snakes for segmenting range data. An augmented Darboux frame is computed at each point by fitting a parabolic quadric surface, which is iteratively refined by a curvature consistency algorithm.

Another qualitative shape recovery method using geon theory was proposed by Metaxas and Dickinson [29] to recover superquadrics on intensity data. Their integrated method uses Dickinson et al. [13]'s geon-based segmentation scheme (into ten geon classes) to provide orientation constraint and edge segments of a part. This is then the input to the physically-based global superquadric model recovery scheme developed by Terzopoulos and Metaxas [39].

All two-stage approaches suffer from the problem that the results of segmentation might not correspond tightly to any superquadric model. Thus, model recovery on such part domain will be uncertain about the shape, size and orientation of the model. To describe adequately a scene with a particular shape language, one must use this language also for partitioning the scene. A method that can accommodate the domain to the orientation, shape, and size of the superquadric model must be used. The integration of model recovery with segmentation was proposed in [4]. Solina [35] had originally attempted part-segmentation by recursively splitting the domains and rejecting extraneous points during model recovery. It is, however, extremely difficult to constrain the single model recovery to take part-structure into account. Clearly, segmentation into part models must recover parts by hypothesizing parts and testing (evaluating) them.
2.3.2. Interleaved Segment-and-fit Methods

Figure 3: Segmentation of a complex scene with superquadrics (From [26]). (a) Intensity image, (b) Range image, (c) Range image (x,y,z), (d) Seed models, (e) Intermediate result, (f) Final result.

Pentland [31] was the first one to integrate segmentation with superquadric model recovery. However, the brute-force method of searching the entire parameter space for a large number of overlapping image regions is computationally too expensive.

Gupta and Bajcsy [17], proposed a recursive global-to-local technique for part recovery. A global model is recovered for the entire data (using [38]), which is evaluated by studying local and global residuals so that the further course of action can be determined. A set of qualitative acceptance criteria define suitability of the model. If the model is found to be deficient in representing data, then additional part models are hypothesized on the un-described data (regions of surface underestimation). The global model is refitted on the remaining data. Thus, the global model shrinks while the part models grow, yielding a hierarchical part-structure.

A tighter integration of segmentation and model recovery was achieved by combining the recover-and-select paradigm developed by Leonardis [25,24] with the superquadric recovery method by Solina [38]. This work demonstrates that superquadrics can be directly and simultaneously recovered from range data without the mediation of any other geometric models. The recover-and-select paradigm for the recovery of geometric parametric structures from image data [24] was originally developed for the recovery of parametric surfaces [25]. The paradigm works by recovering independently superquadric part models everywhere on the image, and selecting a subset which gives a compact description of the underlying data.

Horikoshi and Suzuki [23] proposed a segment-and-merge method to segment 2D contours (with the figure of interest separated from the background) and sparse 3D data. This recursive procedure results in a possibly overlapping convex superquadric parts. Parts are then merged to arrive at a compact description.

3. APPLICATIONS OF SUPEQUADRICS IN ROBOTICS

Superquadrics have been used for several different applications in robotics. Grasping can be used for manipulation by picking up objects as well as for tactile recognition. Choi et al. [11] studied the use of superquadrics for grasp planning. The robot gripper mounted on the Mars Rover developed at Carnegie-Mellon University has the task of picking up rock samples. A range image of the area in front of the Rover robotic arm is taken and areas corresponding to larger objects on the surface
are isolated with a simple segmentation method. The range data of these regions is the input to the superquadric recovery method [38]. A robot gripper is then guided to pick up the objects. Allen et al. [2] used superquadrics for obtaining initial global estimates of object’s gross contour and volume as part of a larger system for 3D shape recovery and object recognition using touch and vision methods. For grasping by containment they used the Utah-MIT hand equipped with tactile sensors which provided a fair amount of sparse point contact data. These points were the input for the superquadric recovery algorithm [38].

Agba et al. [1] applied superquadrics to modeling kinematic chains. For control of kinematic chains such as robot manipulators and legged robots, simulation of interactions of kinematic links with objects in the environment is required. Superquadric models are used for modeling individual links of the manipulator. Using the inside-outside function, it is possible to determine distinctly whether an arbitrary point falls inside or outside of the volumes defined by the superquadrics. This modeling technique has been implemented in a hybrid simulator for underwater telerobotic manipulation for collision detection and grasp planning.

Volpe and Khoja [41] proposed superquadric potential functions for modeling obstacles and goal positions in robot work space. Manipulators and mobile robots must reach a desired destination without collision with obstacles. Artificial potential technique surrounds the obstacles with repulsive potential energy functions and places the goal in an attractive well. Superquadric potential functions were applied in a newly developed robot controller in an experimental setting. In the future, visual feedback is planned that could provide obstacle data in real-time, enabling dynamic obstacle avoidance. Providing that the vision system also employs superquadric models, the integration of visual feedback into the robot control would not be difficult.

4. CONCLUSIONS

Despite initial reluctance in using superquadrics due to their nonlinear form, they have proven to be the primitives of choice for many a researcher seeking a volumetric model. Since no direct comparison of different metrics and minimization methods for superquadric recovery was made, it is difficult to rank them only on the basis of results presented in the articles. Some experimental comparisons of different error-of-fit measures are given in [16]. Gupta [18] also discusses the error-of-fit functions. What is finally important is the perceptual likeness of models to the actual objects, the speed of convergence, and last but not least, the simplicity of implementation. On this ground the method proposed in [38] received a wide acceptance since several other authors have used it in their vision or robotic systems [2,18,17,11,34,14,26].

Superquadric models have shown to be useful as volumetric shape primitives for object categorization, segmentation, recognition, and representation. Segment-and-fit methods report good results on objects which would otherwise be un-segmentable with surface-based techniques. Reliable segmentation of intensity and sparse 3D data is still an open problem. The discussed methods do not use domain knowledge directly, although it is possible to build in hooks to incorporate task-level constraints [21].

Important to notice are other potential application areas for parametric models. Image compression is normally not concerned with the actual structure of the depicted scene. However, a much higher compression rate could be achieved by (a) recovering models, (b) sending only the parameters of the models, (c) and then reconstructing the image from the models on the receiving side. Such intelligent compression is important if the scene must be understood also in terms of its physical structure (i.e. teleoperation).

Image understanding is becoming more important for general computer user interfaces since even personal computers are getting equipped with cameras and fast capabilities of image digitalization. Teleconferencing, face recognition, gesture recognition, user dependent interfaces, and virtual reality are just some of the exciting new application areas for computer vision.
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