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New sensors and methods for recovering the 3D sbfpeltural heritage can generate huge amoung&Doflata,
mostly as clouds of 3D points covered by photogi@péxture. Such data can partially replace clagsims of
documentation in cultural heritage. But in this nehin time, 3D data demonstrates its usabilitynarily for
presentation and visualisation of cultural heritaghis is a very important and worthy goal for paion of
cultural heritage first and foremost for the gehguablic. But how can all this digital heritage rice be used by
professionals, such as archaeologists and artriaisgy) to facilitate their principal job of integiation and
understanding of cultural heritage? Computer visama part of artificial intelligence, offers mamseful tools and
methods for analysis of visual information. Thedtillustrates how some of those tools can helfhe analysis of
cultural artefacts in the context of underwatehasmlogy and monitoring of the preservation of whigged wood.
At the end, the challenges when the cultural hgeitdomain fully enters the big data era will becdssed.
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INTRODUCTION

New digital devices for capturing visual informatjosuch as mobile phones carried nowadays by therityaof
population and Internet with its wide variety ofp#ipations for sharing information are making pitab
information more pervasive in our daily life busalin many different application areas. Taking@yye to inform
or make a statement is usually faster and easiar Writing a statement which is also restrictedatparticular
language. This trend of visual information oventekiwritten information is referred to as pictoral iconic turn
[Boehm and Mitchell 2009].

Cultural heritage is from its inception heavily éepent on pictorial information for documentatiamalysis and
promotional purposes. Older analogue formats abpal information are gradually digitised and néwmats, in
particular 3D data formats, are being introducedstpictorial information is still identified andarched for by
means of key words describing the pictorial infotiora However, methods of computer vision make dsgo

search directly for the information contained ire thictures themselves. Some methods of analysigsofl

information, such as finding and identifying of haimfaces made huge advances due to the increasingtg

demands [Wang and Deng 2018]. Developing algoritfonsinalysis of particular types of visual inforiioa used
to be a demanding and lengthy hand crafted operafioe use of machine learning methods, howeveraiticular
the use of deep neural networks, made the develupofesolutions to typical computer vision problemsich

faster. Using training examples deep neural netsvtérn to recognise similar objects in new images.

Typical computer vision tasks in the cultural hegié context are:

» Digitalisation of existing image databases and sagation of objects versus background

» Identification or categorisation of objects

»  Searching for similar objects based on visual sinti (size, colour, texture, structure, shape)etc.
» Detection of forgeries and authentication basedisual/stylistic properties

+ Computational aesthetics (quantitative and formealwation of the pictorial content)
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CAPTURING AND USE OF 3D DATA

New active sensors and automated photogrammetrioagipes enable routine and fast capture of 3D sbépe
individual objects and entire scenes. Capture ofddEa has become a routine operation, used veey ft field
work for documentation purposes. Sensors can bd hahll or carried by autonomous platforms, suclaegal
flying platforms. The initial format of such 3D @datre 3D point clouds. These dense 3D point claazats be
covered with photographic texture and observed famydirection. 3D data can be observed eithercozes, with
virtual reality googles, holographic displays e3© data in its basic format is therefore usefulparticular for
promotion of cultural heritage, for games and etlapafor protection and monitoring by comparing @Bta taken
at different points in time. An example of a physiobject virtually enhanced in the context of ratgive art can be
seen in Fig. 1. No special equipment on the sidb@bbservers is needed to observe such virtlerexements. It
is also straightforward to use 3D data to make Bigsjzal copies using either additive methods, s1.&BD printing,
or by robotic sculpting methods.

For more advanced analysis of 3D shapes, suchaashséor similar objects and shape comparison, Bek& in
computer vision methods are required, involvingnsegtation of shapes and modelling of shapes witfase or
volumetric geometrical models.

Fig. 1. Stone sculpture virtually augmented withming ~“water" drops. This art installation [Soirand Meden
2017] offers an interactive user experience: thed€t range sensor captures constantly the 3D sbéafie
sculpture. Virtual drops that rain on the sculptuwn down the greatest gradient and behave as phalsiater
droplets. They are observed by means of a videgegiron on the surface of the sculpture. The oberecan reach
into the projection cone, touch the sculpture, amhipulate the flow of the virtual water dropSuch virtually
enhanced 3D models could be used also for betessgmtation and understanding of cultural heritagefacts.

3D PHOTOGRAMMETRIC DOCUMENTATION IN UNDERWATER ARCHOLOGY

In underwater archaeology the only practical angt effective method of 3D documentation remainstianumage
photogrammetry. The method is cost-effective sistemdard underwater photo/video equipment can bd. Ughe
matching of corresponding points in overlapping gem and camera calibration is done automaticallth wi
computer vision methods. It is also fast and effitiand by reducing the number of underwater hmakes the
documentation process safer. Many software apitaiexist, also free and open source softwardisokifor 3D
reconstruction from sets of images resulting insgeBD point clouds.

Our team has patrticipated in two underwater ardbgeal explorations where multi-image photogranmyetas
used to obtain a 3D model of the scene and artetand subsequent analysis of the 3D models forpirgtation
purposes. The first case involved the exploratafren early Roman barge in the Ljubljanica Riviee second case
was the study of sarcophagi cargo from a Romamsbigk near island Btain the Adriatic sea.

EARLY ROMAN BARGE FROM THE LJUBLJANICA RIVER

Wooden remains of an old vessel were found in fladljanica River near Sinja gorica and partiallicanered in
the period of 2008-2012. It was determined that thére the remains of an Early Roman barge buitr & AD

[Eri¢ et al. 2014]. Since the remains of the vessel w&tending under the banks of the river which cowd be
uncovered, the barge remains in situ, covered sdtid. The exposed parts of the barge were durengxploration
documented using multi-image photogrammetry (Fjg EXperiments in bringing various range scannirejhods
underwater are being made, but it is automatedogfnammetry, based on structure from motion primgifhat has

! https://youtu.be/y6NAIXINm20
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most advantages for underwater documentation [2@R2]. The recording equipment can consist of steshd
photographic cameras for underwater use and omleeafoftware packages for 3D reconstruction froserdes of

overlapping images. Underwater photogrammetry amegliffer from terrestrial or aerial photogrammyeliut the

water medium introduces specific constraints, esfigcturbidity of water and presence of suspengedticles

[Drap et al. 2013].

A detailed analysis of the ship could be perforraaly on the recovered 3D data. Only during lateeftd analysis

of the 3D model, indentations in the bottom woogéanks were found. These indentations indicate wadden
boxes were probably routinely used for cargo. Welen8D models of wooden boxes after the boxes in the
Archaeological Artefact Museum, Sforza Castle, Milto test such use in virtual space. For anabsisprocessing

of the 3D data we used MeshLab, a software prodoarBD mesh visualisation, processing and editing.

Fig. 2. A 3D model of the Roman barge in the Lpitifa River was obtained under-water using muléga
photogrammetry (left). The 2D archeological drawmmythe right was derived from the 3D data

L

Fig. 3. Comparison of the documented barge segmi#nthe outlines of other Roman ships from theesageriod
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Fig. 4. Indentations in the bottom wooden plankBdate a continuous use of wooden boxes for cé88Bomodels
of wooden boxes were made after boxes in the Aotbgieal Artefact Museum, Sforza Castle, Milan

SARCOPHAGI CARGO FROM A ROMAN SHIPWRECK NEAR ISLANBRAC

Our research team participated in the survey adraophagi cargo from a 2nd/3rd century AD Romapwheck
near island Brain the Adriatic sea in Croatia. The survey tookael in time period of 2010-2012. Both, manual and
photogrammetric under-water documentation was uBeid. offered a nice opportunity to compare bothhuods of
documentation (Fig. 5).

Fig. 5. Sarcophagi cargo from a 2nd/3rd century RBman shipwreck near island BtaCroatia. On the left are
the results of the initial manual documentatioritef site. Several divers and many hours underwagee needed
for manual documentation of the 110 m2 area. Orritfig is displayed the 3D point cloud obtainedhwitulti-
image photogrammetry which is covered with photpbiatexture. On top of it are displayed the supadyic
volumetric models of individual stone blocks. Hte photogrammetric documentation 900 photos wezd udich
were captured by a single diver in about one hdutiaing time.
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The wooden construction of the ship have disappareg ago, fortunately just a few small woodennsegts were
preserved which helped in establishing the timehef ship’s construction. The size and shape ofsttip could

therefore be ascertained only by the volume anday®ut of its cargo. For such analysis and reaspabout the
size and shape of the ship, volumetric modelsso€érgo offer a better level of abstraction thangmall grained
and unsegmented 3D point clouds. From the 3D mbintd volumetric models of individual stone blo¢&akli¢ et

al. 2015] were reconstructed using the standarthadefior recovery and segmentation of superquagliaidic et al.

2000], as can be seen in Fig. 6.

Fig. 7. Four typical superquadric volumetric modelsthe left, and the 3D point cloud of an amphamnahe right,
whose body is modelled with a superquadric

Superquadrics are a family of volumetric modelsolihénable a uniform representation of cuboidsndgis and
ellipsoids (Fig. 7). Their shape expressive powar be further enhanced by global and local defaomst The
body of the amphora in Fig. 7, for example, is niiedewith a tapered ellipsoid. The original mettfod concurrent
segmentation and model recovery from 3D pointsl{dait al. 2000] is used most often in robotics rededor
grasp planning and object avoidance. Recently,arekehas started on replacing the original method f
superquadric recovery with a deep neural netwopta@ach to make it faster [Oblak et al. 2019].

What are the benefits of using superquadric mdadedschaeology? Superquadrics offer a level ofralbibn which
is advantageous for reasoning about the overaittsire of a given scene — for example, how manisghere are,
how they are interconnected/supported and whakisyolume of these parts. The shape of superquaidraefined
by just five parameters which is a very compactdpson, making comparisons very efficient. Measgrpoint-
to-point distances directly on the 3D point clowmhde difficult if the edges and corners are noll wefined
because of their rough shape and other imperfectiBy the nature of the superquadric fitting precée average
dimensions of an object are recovered. Althougresyadric parameters cannot be compared directbe sihe
parametrization of same shapes is not unique, tfeless, superquadrics could be used for shape&imgand
searching for similar shapes at the same archaealaite and in databases from other archaeolbgitess.
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MONITORING THE PRESERVATION PROCESS OF WATERLOGGHE{IDOD

Fig. 8. A palaeolithic wooden point, made out ofryeood, found in the Ljubljanica River near Sinriga,
radiocarbon dated to 40.000 years

In 2008 underwater archaeologists discovered atgaiobject made of yew wood in the Ljubljanica Rinear
Sinja Gorica, Slovenia (Fig. 8). Radiocarbon datietermined the age of the artefact to 40.000 y&aspari et al.
2011]. The wooden artefact was waterlogged. Dudcsize of the point, its preservation in situ was sensible
and the waterlogged wood had to undergo a consenvatocess. Conservation of waterlogged woodesfats is
still evolving. It was decided to apply to the Radbthic wooden point one of the conventional conaton method
that is to infuse melamine into the object to repléhe water. Due to their extensive experienaimservation of
waterlogged wood, the point was sent for consesaaid the Romisch-Germanisches Zentralmuseum imaAdio
monitor the conservation process several 3D moaofelee wooden point were taken: before, during aftdr the
conservation process and compared (Figs. 9, 1qGLEEk Puhar et al. 2018].

The goal was to compute the differences in dimerssiovolumes and cross-sections of the 3D modele. Th
comparative analysis of the data and parameterdl & models was performed with CloudCompare, pano
source graphical computer program. Comparison @f3id models indicates that the Paleolithic poindaraent
changes after its exclusion from the deposits ef ltjubljanica River. After ten years, the lengthidth and
thickness of the point, as well as its volume, wexduced. The largest changes occurred during itheeps of
conservation. These dimensional changes may bewitbih the expected changes during the prevaitiregghods of
conservation of waterlogged wood. But since theedisional changes were not completely uniform, thsulted
also in changes of the shape of the point which leag to its breakage at some point in the future.
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Fig. 9. Five 3D models were taken during the ertoaservation process. Left: comparison of 3D nmodghinst
the first model PP-2009 from 2009. CloudComparénst application, which was initially developed fo
mechanical products, was used to monitor shrinkagkbending of the wood
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Fig. 10. Comparison of two 3D models of the woqgatgint, taken just before (2013) and immediatelgraf2015)
of the conservation process. Shrinkage of the woadtefact and bending of the base can be observed.
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Fig. 11. Comparison of cross sections of all fizrBodels of the palaeolithic wooden point at sigifpons (cross
sections are not shown at the same scale). Shrinkad bending of the artefact can be observed again

CONCLUSIONS

In agreement with the pictorial turn paradigm thmefpsion of pictorial data will continue to incream general.
Existing 2D image collections in the heritage damaiill eventually all be completely converted indigital
formats. Searching through digital 2D image coitetd is already very efficient. The next challengecultural
heritage is making 3D scans of all existing coltats of 3D objects and environments. Although #whhology for
3D scanning has progressed tremendously, thisilisastime consuming task. Still, 3D scanning is lieu of
classical documentation approaches now alreadyinedyt employed in field work of archaeologists aad
historians.

The real challenge from a scientific point of viesshow to make the already massive collectionsi»fiata useful
not only for viewing or promotion, but to use the @ata for better analysis and study of artefaots @ complete
historical environments. Some typical tasks thail@denefit from better or new analytical methools3D data are
monitoring of artefacts, modelling of their struetuor deriving their part-based physical compositio better

understand the production and usage of artefactsetter follow stylistic developments etc. Whetttunal heritage

enters the big data era when most of the 3D aitefaitl also be available in digital form, efficieautomatic search
for similar artefacts will be of crucial importand&’hile computer vision methods for comparison bfithages are
already quite efficient, methods of comparing 3@s#s in various scenarios are still under developniis is

closely connected to the problem of segmentatioBbpoint clouds since in order to analyse indigidobjects or
artefacts they must be first isolated from the 2ihpclouds of the entire scenes.

To help and simplify the understanding and analg$i8D data in the cultural heritage domain, corepwision
should develop stable, robust and interactive (smrtomatic) methods for coherent part-level segatent and
modelling of 3D data.
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